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We are going to save to, and then load the data points from, a JSON file 
rather than generating those data points each time. This is so that we can 
then see the impact of changing the hyperparameters without changing 
the dataset every time. 


There are four parts to this unit:

Part 1⃣  saving the data 

Part 2⃣  loading the saved data

Part 3⃣  saving the model

Part 4⃣  loading the saved model


Introduction to save and load (data and model)
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We have used new synthetic data generated each time we run the code. It 
was good for an initial demonstration of machine learning, but if we want 
to see how the hyperparameters impact the training, we need a fixed 
dataset, not one that changes every time we run the model. 


In this unit, we will save some data and then load it so that we always use 
the same data when experimenting with our model. You can use this 
approach for any synthetic dataset that you might generate. 


Saving the data
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We have the data points drawn and a console.log() of the data so we 
can see what’s inside the data array. Notice we have used the abs() 
function inside the floor() function. This removes the negative values 
and keeps everything on the canvas. 


Sketch A10.1 this is our starting sketch

const number = 30

const spread = 30

let data = []

function setup()

{

  createCanvas(400, 400)

  background(220)

  trainingData()

}

function trainingData()

{

  for (let i = 0; i < width; i += 10)

  {

    for (let j = 0; j < number; j++)

    {

      fill(0, 0, 255)

      noStroke()

      let x = floor(abs(i + random(-spread, spread)))

      let y = floor(abs(height - (i + random(-spread, spread))))

      data.push(x, y)

      circle(x, y, 5)

    }

  }

  console.log(data)
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🗒  Notes

Recap: The data is an empty array that is filled with the x and y values 
from the nested loop using the push() function. One of the benefits of 
the console.log() function is that we can see the size of the data 
array. In this case, it is 2400 elements, or 1200 pairs of co-ordinates. 


🌻  Challenge

Try console.log(data.length)


}
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We are going to add a button so that we can click on it and save a JSON 
file with all the data in it. First, let’s create the button. 


Sketch A10.2 we need a button to press

const number = 30

const spread = 30

let data = []

let button

function setup()

{

  createCanvas(400, 400)

  background(220)

  button = createButton('save data')

  button.style('font-size', '20px')

  button.style('background-color', color('darkred'))

  button.style('color', color('yellow'))

  trainingData()

}

function trainingData()

{

  for (let i = 0; i < width; i += 10)

  {

    for (let j = 0; j < number; j++)

    {

      fill(0, 0, 255)

      noStroke()

      let x = floor(abs(i + random(-spread, spread)))

      let y = floor(abs(height - (i + random(-spread, spread))))

      data.push(x, y)

      circle(x, y, 5)
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🗒  Notes

We can create a simple button, but I have included some styling to make it 
a bit more interesting. At this point, however, nothing happens when you 
click the button; that part is yet to come. 


🌻  Challenge

Try different colours and sizes of font


🛠  Code Explanation


    }

  }

  console.log(data)

}

let button The button variable

button = createButton('save data') Creating the button and giving it some 
text

button.style('font-size', '20px') Increasing the size of the font

button.style('background-color', 
color('darkred')) Give the button a background colour

button.style('color', 
color('yellow')) Give the text some colour
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When we press the button, we want it to do something. We use a 
mousePressed() function, which leads to the saveData() function 
when the button is pressed. The data is then saved as a JSON file called 
trainingData.json using the save() function.

❗  You may encounter a brown error message. For the moment it is not 
critical. 


Sketch A10.3 adding a function

const number = 30

const spread = 30

let data = []

let button

function setup()

{

  createCanvas(400, 400)

  background(220)

  button = createButton('save data')

  button.style('font-size', '20px')

  button.style('background-color', color('darkred'))

  button.style('color', color('yellow'))

  trainingData()

}

function trainingData()

{

  for (let i = 0; i < width; i += 10)

  {

    for (let j = 0; j < number; j++)

    {

      fill(0, 0, 255)

      noStroke()

      let x = floor(abs(i + random(-spread, spread)))
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🗒  Notes

When you click on the button, you should get a request to download the 
file. It will be different for different machines and browsers. The reason 
for the boolean true in the file arguments is whether to trim unneeded 
whitespace. You can open the file to see what’s inside it. In some instances, 
it might just download without a prompt. 


🛠  Code Explanation


      let y = floor(abs(height - (i + random(-spread, spread))))

      data.push(x, y)

      circle(x, y, 5)

    }

  }

  button.mousePressed(saveData)

  console.log(data)

}

function saveData()

{

  console.log('button pressed')

  save(data, 'trainingData.json', true)

}

button.mousePressed(saveData) When the button is pressed it activates 
the function saveData()

save(data, 'trainingData.json', 
true)

The save() function needs the first 
argument to be the data, the second is 
the name of the file to be saved and the 
third is a boolean optimiser. 
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We need to upload the file to the web editor before we can access it in 
the sketch. The steps are detailed in the unit called: A Quick Exploration of 
p5.js. If you are unfamiliar with uploading files, images, videos, or music, 
then please refer to that section of the unit; it is not difficult. Needless to 
say, this is what you should have if you open the sidebar of files. 





Loading the data
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❗  Starting a completely new sketch. 

Firstly, we need to load the data. The loadJSON() function does exactly 
that. We have to do this asynchronously. This is why we have the keywords 
async and await. It is a better way of preloading the data. In version 
1.11.x of p5.js we used the preload() function, but that will not work 
with version 2.1.x. Async and await will work with version 1.11.x however.


🗒  Notes

We console.log(data) just to make sure that it has loaded. You should 
get an object array in the console, but nothing on the canvas (yet).


Sketch A10.4 loading the file

let data

async function setup()

{

  data = await loadJSON('trainingData.json')

  createCanvas(400, 400)

  console.log(data)

}

function draw() 

{

  background(220)

}
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🛠  Code Explanation

async function setup() The setup() function needs to complete a task 

before anything else happens

data = await 
loadJSON('trainingData.json')

In setup() nothing else will happen until all 
the data is loaded
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We have a small loop that goes through all the data points in the data 
array. We have a counter called num which adds 1 each time for each data 
point. When it has gone through the whole dataset (data array), we call 
noLoop() which stops the draw() function looping. We console log to see 
what num finally comes up with; this will give us the size of the data 
array. 

❗  Remove the console log in the setup() function; we don’t need it 
anymore. 


Sketch A10.5 checking the size

let data

let num = 0

async function setup()

{

  data = await loadJSON('trainingData.json')

  createCanvas(400, 400)

}

function draw() 

{

  background(220)

  for (let datapoints in data)

  {

    num++

  }

  noLoop()

  console.log(num)  

}
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🗒  Notes

As expected, the size of the array is 2400 data points. This means we can 
use that number to draw all the data points. 


🛠  Code Explanation

let num = 0 Declare and initialise a counter variable

noLoop() Stops a loop if there is one running

for (let datapoints in data)
A for loop that iterates through all the 
elements in an array and copies them to a 
new array. 
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We jump every two elements in the array, as they are pairs of elements 
(x, y). Hence, we use the index for x as data[i] and for y as 
data[i+1]. 

❗  Remove the console.log(num), we don’t need it anymore.


🗒  Notes


Sketch A10.6 drawing the points

let data

let num = 0

async function setup()

{

  data = await loadJSON('trainingData.json')

  createCanvas(400, 400)

}

function draw() 

{

  background(220)

  for (let datapoints in data)

  {

    num++

  }

  noLoop()

  for (let i = 0; i < num; i += 2)

  {

    fill(0, 0, 255)

    noStroke()

    circle(data[i], data[i + 1], 5)

  } 

}
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There are 2400 data points, but only 1200 pairs of data points. We get 
the same result as when we saved the data in the first instance. 

❗  Keep the file in the sketch for later; we will use it with a model. 


🛠  Code Explanation


for (let i = 0; i < num; i += 2)
We work through the size of the array 
by placing the variable index[i] every 
second element i += 2  

circle(data[i], data[i + 1], 5) This is where i is the x index data point 
and i + 1 is the y data point
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Make sure you have the ml5.js line of code in the index.html file.





The index.html and training data json files
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Also, make sure you have uploaded the file trainingData.json.
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This is our starting sketch; it isn’t exactly the same as where we left off 
because we will be making major changes and additions. We won’t be 
generating the data but loading it instead. So you will need to write the 
code below as is, then we can add in everything else as we go along. 


Sketch A10.7 we start again

let nn

let counter = 0

let data

const number = 30

const spread = 30

const options = {

  task: 'regression',

  debug: false

}

function setup()

{

  createCanvas(400, 400)

  ml5.setBackend("webgl")

  nn = ml5.neuralNetwork(options)

  trainingData()

  nn.normalizeData()

  const trainingOptions = {

    batchSize: 512

  }

  nn.train(trainingOptions, finishedTraining)

}

function trainingData()

{

  background(220)
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🗒  Notes

❗  Be aware, if you run the sketch at this stage, you will get an error.


}

function finishedTraining()

{

  if (counter < 400)

  {

    nn.predict([counter], gotResults)

  }

}

function gotResults(results)

{

  let prediction = results[0]

  let x = counter

  let y = prediction.value

  stroke(255, 0, 0)

  strokeWeight(5)

  point(x, y)

  counter++

  finishedTraining()

}
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We now use the preload() function to load the data into the sketch. We 
use the for() loop to get the number of data points (num) from the 
data array.


Sketch A10.8 loading the data

let nn

let counter = 0

let data

let num = 0

const number = 30

const spread = 30

const options = {

  task: 'regression',

  debug: false

}

async function setup()

{

  data = await loadJSON('trainingData.json')

  createCanvas(400, 400)

  ml5.setBackend("webgl")

  nn = ml5.neuralNetwork(options)

  trainingData()

  nn.normalizeData()

  const trainingOptions = {

    batchSize: 512

  }

  nn.train(trainingOptions, finishedTraining)

}

function trainingData()

{
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🗒  Notes

This gives us the data points. Now we want to add those data points to the 
neural network (and draw them).


  background(220)

  for (let datapoints in data)

  {

    num++

  }

}

function finishedTraining()

{

  if (counter < 400)

  {

    nn.predict([counter], gotResults)

  }

}

function gotResults(results)

{

  let prediction = results[0]

  let x = counter

  let y = prediction.value

  stroke(255, 0, 0)

  strokeWeight(5)

  point(x, y)

  counter++

  finishedTraining()

}
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We will now add the data to the neural network to predict the line and 
also draw the data points (circles). 


Sketch A10.9 adding the data and drawing

let nn

let counter = 0

let data

let num = 0

const number = 30

const spread = 30

const options = {

  task: 'regression',

  debug: false

}

async function setup()

{

  data = await loadJSON('trainingData.json')

  createCanvas(400, 400)

  ml5.setBackend("webgl")

  nn = ml5.neuralNetwork(options)

  trainingData()

  nn.normalizeData()

  const trainingOptions = {

    batchSize: 512

  }

  nn.train(trainingOptions, finishedTraining)

}

function trainingData()

{

  background(220)
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  for (let datapoints in data)

  {

    num++

  }

  for (let i = 0; i < num; i += 2)

  {

    fill(0, 0, 255)

    noStroke()

    circle(data[i], data[i + 1], 5)

    nn.addData([data[i]], [data[i + 1]])

  }  

}

function finishedTraining()

{

  if (counter < 400)

  {

    nn.predict([counter], gotResults)

  }

}

function gotResults(results)

{

  let prediction = results[0]

  let x = counter

  let y = prediction.value

  stroke(255, 0, 0)

  strokeWeight(5)

  point(x, y)

  counter++

  finishedTraining()

}
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🗒  Notes

What I get is not a very straight line at all, but this is really to illustrate 
the process. The next section is about saving the model, at least one we 
think is good enough. 


🛠  Code Explanation


circle(data[i], data[i + 1], 5)
The first element is the x 
coordinate and the second is the y 
coordinates. 

nn.addData([data[i]], [data[i + 1]]) Adding the x and y coordinates to 
the neural network
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We want a button to click on when we want to save the model. The button 
variable is declared, creating the button and also styling it with a bit of 
colour. We incorporate the button into the gotResults() function and 
call the function saveModel() to do just that. When the model is 
trained, we click on the button and the save() function acts on the 
neural network (nn). It should download three files, and those three files 
are:


🀄  model.json 
🀄  model.weights.bin 
🀄  model_meta.json 

Sketch A10.10 creating another button

let nn

let counter = 0

let data

let num = 0

let button

const number = 30

const spread = 30

const options = {

  task: 'regression',

  debug: false

}

async function setup()

{

  data = await loadJSON('trainingData.json')

  createCanvas(400, 400)

  button = createButton('save model')

  button.style('font-size', '20px')

  button.style('background-color', color('darkblue'))

  button.style('color', color('yellow'))  
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  ml5.setBackend("webgl")

  nn = ml5.neuralNetwork(options)

  trainingData()

  nn.normalizeData()

  const trainingOptions = {

    batchSize: 512

  }

  nn.train(trainingOptions, finishedTraining)

}

function trainingData()

{

  background(220)

  for (let datapoints in data)

  {

    num++

  }

  for (let i = 0; i < num; i += 2)

  {

    fill(0, 0, 255)

    noStroke()

    circle(data[i], data[i + 1], 5)

    nn.addData([data[i]], [data[i + 1]])

  }  

}

function finishedTraining()

{

  if (counter < 400)

  {

    nn.predict([counter], gotResults)

  }

}
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🗒  Notes

If you want to give your saved model a different name, then you can (the 
default is model). You can also have a callback function if you want: 
nn.save(‘differentName’, callback). If, for some reason, you do 
not get three files, then I suggest using a different machine. The iPad I 
use doesn’t download three files for some reason. 


🛠  Code Explanation


function gotResults(results)

{

  let prediction = results[0]

  let x = counter

  let y = prediction.value

  stroke(255, 0, 0)

  strokeWeight(5)

  point(x, y)

  counter++

  finishedTraining()

  button.mousePressed(saveModel)  

}

function saveModel()

{

  nn.save()

}

nn.save() This saves the nn model. It gives it the default 
name ‘model’, you can specify another name. 
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We have saved the model, so it is now ready for deployment. We are going 
to see how well it really performs against straight-line data, but remember 
it was trained on data that had some variance to it, so it won’t be exact 
like the examples in module A. 


To store the saved model files, we have to put them into the same folder.  
Firstly, create that folder; I have called it model. Now upload (or drag and 
drop) the three files into that folder; you can do it one at a time or all 
three at once. You should have a folder called model, and inside that 
folder, you should have your three files, see Fig. 1 below. 


Creating a folder for the model
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❗  We are starting almost a completely new sketch

We are now going to load the model into our sketch. What we are going to 
do is a straight predict on some inputs (x values).  But first, we load the 
model with the load() function. 


🗒  Notes

We load the model with the load() function, giving it the folder and 
clear path details. This is very important; they are all case-sensitive. The 
three files do need to be in the same folder, and they do need the name 
of the folder followed by a forward slash and then the name of the file. 
Each one is prefixed by model, metadata, and weights. 


Sketch A10.11 loading the model

let nn

let counter = 0

let data

const modelInfo = {

  model: "model/model.json",

  metadata: "model/model_meta.json",

  weights: "model/model.weights.bin"

}

function setup()

{

  createCanvas(400, 400)

  background(220)

  ml5.setBackend("webgl")

  nn = ml5.neuralNetwork()

  nn.load(modelInfo)

}
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🛠  Code Explanation

nn.load(modelInfo) Loading the model with the details of the model reference
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We want to make sure that it is loaded before we do the predictions. The 
boolean variable is modelLoaded and is initialised to false. Once the 
model is loaded, we then move back to the callback function 
modelLoadedCallback(). Here, we console log it and set the 
modelLoaded boolean to true. 


Sketch A10.12 a callback

let nn

let modelLoaded = false

let counter = 0

let data

const modelInfo = {

  model: "model/model.json",

  metadata: "model/model_meta.json",

  weights: "model/model.weights.bin"

}

function setup()

{

  createCanvas(400, 400)

  background(220)

  ml5.setBackend("webgl")

  nn = ml5.neuralNetwork()

  nn.load(modelInfo, modelLoadedCallback)

}

function modelLoadedCallback()

{

  modelLoaded = true

}
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🗒  Notes

We are nearly there. We have loaded the model and created a callback 
function. We have yet to predict and draw the line. 


🛠  Code Explanation

let modelLoaded = false Boolean is nitialised to false

nn.load(modelInfo, 
modelLoadedCallback) We add a callback in the load function

modelLoaded = true Now it ii set to true
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We create a function called predicting(). This function checks to see if 
the model is loaded and that the counter is less than 400. This uses the 
counter as the x input, and y is the predicted output value. We draw the 
red line as before. 


Sketch A10.13 predicting

let nn

let modelLoaded = false

let counter = 0

let data

const modelInfo = {

  model: "model/model.json",

  metadata: "model/model_meta.json",

  weights: "model/model.weights.bin"

}

function setup()

{

  createCanvas(400, 400)

  background(220)

  ml5.setBackend("webgl")

  nn = ml5.neuralNetwork()

  nn.load(modelInfo, modelLoadedCallback)

}

function modelLoadedCallback()

{

  modelLoaded = true

  predicting()

}
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🗒  Notes

We can see the predictions. It should draw the same line as before. It is a 
trained model. 


function predicting()

{

  if (modelLoaded && counter < 400)

  {

    nn.predict([counter], gotResults)

  }

}

function gotResults(results)

{

  let prediction = results[0]

  let x = counter

  let y = prediction.value

  stroke(255, 0, 0)

  strokeWeight(5)

  point(x, y)

  counter++

  predicting()

}
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We will now draw what the line should look like as a comparison to the 
true relationship between the x input values (400) and the corresponding 
y values (y = x straight line equation). 


Sketch A10.14 comparing

let nn

let modelLoaded = false

let counter = 0

let data

const modelInfo = {

  model: "model/model.json",

  metadata: "model/model_meta.json",

  weights: "model/model.weights.bin"

}

function setup()

{

  createCanvas(400, 400)

  background(220)

  ml5.setBackend("webgl")

  nn = ml5.neuralNetwork()

  nn.load(modelInfo, modelLoadedCallback)

}

function modelLoadedCallback()

{

  modelLoaded = true

  predicting()

}

function predicting()
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🗒  Notes

You can see it is reasonably close to the blue line. Not bad but not perfect. 
We haven’t used many of the other hyperparameters we could alter, so 
there is plenty of room for improvement. 


{

  if (modelLoaded && counter < 400)

  {

    nn.predict([counter], gotResults)

  }

}

function draw()

{

  for (let i = 0; i < width; i++)

  {

    data = [i, height - i]

    fill(0, 0, 255)

    noStroke()

    circle(data[0], data[1], 5)

  }

}

function gotResults(results)

{

  let prediction = results[0]

  let x = counter

  let y = prediction.value

  stroke(255, 0, 0)

  strokeWeight(5)

  point(x, y)

  counter++

  predicting()

}
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🌻  Challenges

1. Try the line but with more of the hyperparameters. 

2. Try the sine wave
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Although we know the length of the dataset, it isn’t always obvious, so 
here are three options for collecting that bit of information when looping 
through the dataset. We can get the length of a .json file with the 
following code snippets and button styling. 


🀄  Option 1:


🀄  Option 2: 

The one we used.


🀄  Option 3:


🀄  Option 4: 

Code for changing the font colour and background of the button.


Additional notes

let num = Object.keys(data).length

let num = 0

for (let key in data) 

{

  num++

}

let num = Object.entries(data).length

let button

function setup() 

{

  createCanvas(400, 400)

  button = createButton("Click Me")

  button.position(190, 200)

  button.style('background-color', color(255, 0, 0))
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  button.style('color', color(255))

}
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